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Types of Threats

Alnterception.Unauthorized party gaining access to a service or
E.g. eavesdropping, illegal copying.

Alnterruption. Services or data becoming unavailable, unusable, destr
E.g. intentional file corruption, denial of service attacks.

AModification. Unauthorized changing of data or service so that it no
longer adheres to its original specification.

AFabrication Additional data or activity is generated that would

normally not exist. E.g., adding entry to password file or database, brea
Into a system by replaying previously sent messages.



Security Policy and Mechanisms

» Security policy describes what actions the entities in a
system are allowed to take and which ones are
prohibited

» Security mechanisms implement security policies. The

following techniques are used.

s Encryption

s Authentication
s Authorization
= Auditing



Example: The Globus Security
Architecture (1)

AThe environment consists of multiple
administrative domains.

ALocal operations are subject to a local domain
security policy only.

AGlobal operations require the initiator to be
known in each domain where the operation Is
carried out.
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Example: The Globus Security
Architecture (2)

AOperations between entities in different domains
require mutual authentication.

AGlobal authentication replaces local
authentication.

AControlling access to resources is subject to
local security only.

AUsers can delegate rights to processes.

AA group of processes in the same domain can
share credentials.
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Example: The Globus Security Architecture (3)
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Design Issues

AFocus of control:
A Data
A Operations
AUsers
AlLayering of security mechanisms
A Security is technical; trust is emotional

A Trusted Computing Base: set of all security mechanism
that are needed to enforce a security policy and that tht
needs to be trusted

ASimplicity
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Focus of Control (1)

Data is protected against
wrong or invalid operations
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Figure 9-2. Three approaches for protection against security
threats. (a) Protection against invalid operations
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Focus of Control (2)

Data is protected against
unauthorized invocations
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Figure 9-2. Three approaches for protection against security
threats. (b) Protection against unauthorized invocations.
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Focus of Control (3)
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Figure 9-2. Three approaches for protection against security
threats. (c) Protection against unauthorized users.
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Layering of Security Mechanisms (1)

Figure 9-3. The logical organization of a

Application Application
Middleware High-level protocols Middleware
OS Services OS Services
N Transport | Transport o
OS kernel OS kernel
Netqu Low-level protocols Netw?rk
Datalink Datalink
Hardware Physical Physical Hardware
Network

distributed system into several layers.
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Layering of Security Mechanisms (2)

Encryption device

Figure 9-4. Several sites connected through
a wide-area backbone service.
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Distribution of Security Mechanisms

No direct access
Servers running secured services from other machines

/ /

> | BT " \ I— _ Access control
/ / \ device
Clients Unsecured server

Figure 9-5. The principle of RISSC (Reduced Interfaces for
Secure System Components) as applied to secure distributed
systems.
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Cryptography (1)

Passive intruder Active intruder Active intruder
only listens to C can alter messages can insert messages
1 AN B N
. Encryption Ciphertext Decryption .
Plaintext, P —» e g C = E,(P) —Pr athod —» Plaintext
Encryption Decryption
Sender key, Ex key, Dk Receiver

Figure 9-6. Intruders and eavesdroppers in communication.
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Cryptography (2)

Notation Description

Ka B Secret key shared by A and B
R Public key of A

Ka Private key of A

Figure 9-7. Notation used in this chapter.
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Cryptography (3)

Symmetric cryptosystem. Encryption and decryption keys are the same.

Asymmetric cryptosystem (Public-key systems). The keys for encryption
and decryption are different, but form a unique pair together.

For any encryption function, it should be computationally infeasible to
find the key K when given the plaintext P and associated ciphertext

C=E,(P).

When given a plaintext P and a key K, it should be infeasible to find
another key K’ such that E,(P) = E..(P).
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Symmetric Cryptosystems: DES (1)
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Symmetric Cryptosystems: DES (2)
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Symmetric Cryptosystems: DES (3)

56-bit key
Initial permutation
28-bit string 28-bit string
\ 4 \ 4
Rotate left Rotate right
Y A 4
Extract 24 bits Extract 24 bits
48-bit key

Used for
next round

Figure 9-9. Detalls of per-round key generation in DES.
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Advanced Encryption Standard

The Advanced Encryption Standard (AES) (also known as Rijndae
IS a block cipher adopted as an encryption standard by the US

government. It has been analyzed extensively and is now used
worldwide.

Unlike DES, AES is a substitutigmermutation network. AES is fast ii
both software and hardware, is relatively easy to implement and
requires little memory.

Tanenbaum & Van Steen, Distributed Systems: Principles and Paradigms. 2e, (c) 2007



Public-Key Cryptosystems: RSA

Generating the private and public keys requires

four steps:
AChoose two very large prime numbeysnda.
AComputen=pxqgandz = 21fp( gi DI

AChoose a numberthat is relatively prime ta.

A Compute the number e such that
ex d=1mod z.
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Hash Functions: MD5 (1)

128-bit constant Padded message (multiple of 512 bits)
Digest [«
| 512 bits

v

Digest <€
'gfs 512 bits

Message digest

Figure 9-10. The structure of MD5.
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Hash Functions: MD 5 (2)

Each phase in MD5 consists of four rounds of computations, where
each
round uses one of the following four functions.

F(X,y,z) = (X AND y) OR ((NOT x) AND 2z)
G(x,y,2z) = (X AND z) OR (y AND (NOT 2z))
H(x,y,z) =X XOR y XOR z

I(X,y,2z) =y y XOR (X OR (NOT 2z))

Each of the above functions operate on 32-bit variables.
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Hash Functions : MD5 (3)

Iterations 1-8 Iterations 9-16

p—pP+F@qnrs)+byg+C)) =7 |(pe—~pP+F(q,rs)+bg +Cqy )« |
s—(6+F(p,qr)+b,+C,) =« 12 |5« (s +F(p,q,r)+by +Cy) =12
re(r+F(,pq)+b,+C3) =17 | re(r+F(s,p,q) +bjo+Cy) =17
g (q+F(rs,p) +b;+Cy) « 22 | g (q+F(r,s,p) +by; + Cpp) « 22
p—p+F(qrs)+bys+Cs)=7 |pe—@P+F(qrs)+b;+C3) =7
s (s+F(,gr)+bs+C¢) =12 |s (s +F(p,gr)+b;3+C) =12 |
re(r+F(@G.pqg)+bg+Cy) w17 re(r+F(s,p,q)+by+Cys) =17 |
' q—(q+F(r,s,p) +b;+Cg) =22 | g (q+F(r,s,p) +b;5+Cig) « 22 |

The 16 iterations during the first round in a phase in MD5.
The C's are predefined constants. A 512-bit block is divided
into 16 32-bit blocks b,...b,. for processing.



Secure Channels

A secure channel protects senders and receivers against
Interception, modification and fabrication of messages. It does
not also necessarily protect against interruption.

A secure channel provides for authentication, confidentiality
and message inteqgrity.
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Authentication Based on a Shared
Secret Key (1)

A '
< ° R,
§ > Kag(Rp) > 3
< 0
4 RA >
5
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Authentication based on a shared secret key. An example of a

challenge-response protocol.
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Authentication Based on a Shared
Secret Key (2)

1 AR, >
® 2
L <€ Rg, Kap(Ra) s
< M
“IK, (Rg) >
AB\MB

In correct authentication based on a shared
secret key, but using three instead of flve messages.
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Authentication Based on a Shared

Secret Key (3)
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Figure 9-14. The reflection attack.
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Scalability

N hosts would need N(N-1)/2 keys and each host would have to
manage N-1 keys. A better scheme is to use a centralized Key
Distribution Center.
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Authentication Using a
Key Distribution Center (1)
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The principle of using a KDC. What if Alice starts opening a
connection with Bob before Bob receives his message from the KD
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Authentication Using a
Key Distribution Center (2)
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Figure 9-16. Using a ticket and letting
Alice set up a connection to Bob.
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Authentication Using a
Key Distribution Center (3)

Nonce

Figure9-17. The Needharschroeder authentication protocol.
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